
Indian Journal of Engineering Research Networking and Development 

Volume: 2 Issue: 11 | November 2025 

  

www.ijernd.com 

 

AI-Driven Real-Time Phishing Detection Using Transformer-Based NLP Models 
 

 

Sai Kiran | Viswanadha Institute of Technology & Management 

Abstract 

Phishing has become one of the most pervasive cyber threats, evolving from straightforward deceptive 

emails to complex social engineering attacks that exploit human trust and sophisticated obfuscation 

techniques. Existing detection mechanisms, such as rule-based or blacklist-oriented systems, often fail 

against zero-day attacks and cleverly disguised messages. To address this, we propose a Transformer- 

based Natural Language Processing (NLP) approach for real-time phishing detection that analyzes 

textual and semantic features of emails, messages, and web content. Our methodology leverages pre- 

trained language models such as BERT and RoBERTa, fine-tuned for phishing classification tasks. 

By capturing contextual embeddings and semantic intent, the model identifies phishing attempts that 

traditional techniques often miss. Experimental evaluation demonstrates an accuracy of 98.4%, 

surpassing conventional SVM, Naïve Bayes, and RNN-based classifiers. The proposed framework is 

designed for real-time integration with email servers and web browsers, offering scalable, 

adaptive, and practical cybersecurity defense. 

Index Terms 

 
Phishing Detection, Transformer Models, NLP, BERT, Real-Time, Cybersecurity. 

 

Introduction 

 
Digital communication has become the 

backbone of modern personal and professional 

interaction. Emails, instant messaging, social 

networks, and web portals enable instant 

communication and data exchange, but they 

also introduce significant cybersecurity risks. 

Among these, phishing remains a top threat 

due to its high success rate in deceiving users 

into disclosing sensitive information such as 

credentials, banking information, and personal 

identifiers. According to the Verizon 2024 Data 

Breach Report, phishing accounted for over 

36% of data breaches, highlighting its 

persistent and evolving nature. 

Traditional phishing detection approaches 

predominantly rely on blacklists, heuristic 

rules, and manually engineered features. 
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While effective against known threats, they 

lack the flexibility to detect novel attack 

vectors. For instance, attackers now craft URLs 

with minor deviations or employ sophisticated 

social engineering in emails, making detection 

difficult for rule-based systems. 

Recent breakthroughs in Transformer-based 

NLP models, including BERT, RoBERTa, 

and DistilBERT, have revolutionized natural 

language understanding. Unlike traditional 

machine learning models, transformers 

leverage self-attention mechanisms that allow 

them to capture long-range dependencies and 

nuanced semantics in text. This makes them 

particularly suitable for detecting phishing 

content, which often relies on subtle linguistic 

cues rather than overtly suspicious patterns. 

This research aims to build a real-time, 

Transformer-based phishing detection 

system that can analyze textual and structural 

content of emails and webpages. The main 

contributions include: 

1. Development of a Transformer-based 

NLP pipeline for real-time phishing 

detection. 

2. Implementation of an efficient, 

streaming-ready model suitable for 

deployment in email servers and 

browser extensions. 

3. Comparative performance analysis 

against classical ML models (SVM, 

Naïve Bayes) and deep learning 

baselines (RNN, CNN). 

The proposed framework promises high 

accuracy, low latency, and adaptability, 

addressing gaps in existing research while 

ensuring practical usability in operational 

environments. 

Literature Review 

 
Phishing detection research has evolved 

through multiple paradigms, reflecting 

advances in both machine learning and 

cybersecurity understanding. 

A. Rule-Based and Blacklist Methods 

 

Early phishing detection relied heavily on 

blacklists of known phishing domains and 

emails or regex-based rules to identify 

suspicious URL patterns. While 

computationally light, these methods fail when 

attackers generate new domains or obfuscate 

links. Furthermore, maintaining blacklists 

requires continuous manual updates, which is 
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both time-consuming and prone to lag behind 

active phishing campaigns. 

B. Machine Learning Approaches 

 

Machine learning approaches introduced 

classifiers like SVM, Decision Trees, Random 

Forests, and Naïve Bayes. Features often 

included URL length, domain age, lexical 

properties, and presence of suspicious 

keywords. These models demonstrated 

improved detection over rule-based systems but 

relied heavily on manual feature engineering. 

Additionally, traditional ML models cannot 

fully capture semantic context, making them 

vulnerable to phishing content crafted with 

subtle linguistic deception. 

C. Deep Learning and NLP Approaches 

 

Deep learning techniques, including RNNs, 

LSTMs, and CNNs, enabled sequence-based 

modeling of textual data, capturing temporal 

and contextual dependencies. However, RNNs 

often suffer from vanishing gradients and 

limited context windows, restricting their 

ability to understand longer sequences typical 

in emails or webpages. 

The transformer architecture, introduced by 

Vaswani  et  al.  (2017),  overcame  these 

limitations by using self-attention 

mechanisms that enable parallel computation 

and long-range dependency modeling. 

Studies fine-tuning BERT and RoBERTa on 

phishing datasets have reported state-of-the- 

art accuracy, highlighting the advantage of 

context-aware semantic modeling over purely 

structural or lexical features. 

Recent research gaps include real-time 

performance and adaptability. While 

transformers are highly effective, they are 

computationally intensive, posing challenges 

for email server and browser integration. Our 

work addresses these issues by optimizing 

transformer models for low-latency 

inference and ensuring streaming-ready 

adaptability. 
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Problem Statement 

 

Despite progress in phishing detection, three 

major challenges persist: 

 

 

1. Adaptability: Attackers constantly 

modify phishing strategies. Static 

models trained on historical datasets 

struggle with novel threats. 

2. Real-Time Response: Transformer- 

based NLP models are computationally 

heavy, limiting their use in live email 

or browser environments. 

3. Contextual Understanding: Many 

existing systems rely on structural or 

URL-based features, ignoring subtle 

semantic cues and user intent that 

signal phishing. 

 

 

Thus, the research problem can be formalized 

as: 

“Design a real-time, AI-driven phishing 

detection system leveraging Transformer- 

based NLP models to efficiently identify both 

known and novel phishing attempts by 

analyzing textual and semantic features of 

digital communications.” 

 

 

The goal is to maximize detection accuracy 

while minimizing latency for real-time 

deployment. 

 

Methodology 

A. System Architecture 

The system comprises four main modules 

1. Data Ingestion: Collects incoming 

emails, URLs, and web page text 

streams in real-time. 

2. Preprocessing: Tokenizes text using 

transformer-specific tokenizers, 

removes stopwords, and handles 

HTML tags. 

3. Model Layer: Fine-tuned BERT and 

DistilBERT models perform phishing 

classification. A softmax layer outputs 

phishing probabilities. 

4. Deployment Interface: Exposes API 

endpoints for email clients or browser 

extensions, enabling real-time threat 

scoring. 

B. Dataset 

 

The study utilizes a combination of public 

datasets: 

• Nazario Phishing Corpus: URL- 

based phishing samples. 

• PhishTank Dataset: Crowdsourced 

phishing reports. 

• Enron Email Dataset: Authentic 

emails for benign class. 

To reduce class imbalance, data 

augmentation was performed using 

paraphrasing techniques and back-translation. 

C. Model Training 
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• Base Models: BERT-base-uncased, 

DistilBERT for lightweight 

deployment. 

• Fine-Tuning: Added a classification 

head with dropout (0.3) to prevent 

overfitting. 

• Loss Function: Cross-entropy. 

 

• Optimizer: AdamW with weight 

decay. 

• Training Environment: NVIDIA 

GPUs, PyTorch/TensorFlow 

frameworks. 

Hyperparameter tuning included learning rate 

(2e-5), batch size (32), and maximum token 

length (512). 

D. Real-Time Pipeline 

 

For real-time deployment: 

 

• Model Quantization: Reduced model 

size for faster inference (~250 

ms/email). 

• Batch Inference: Processed multiple 

messages simultaneously. 

• FastAPI Backend: Serves as the API 

layer for live email and web traffic. 

• Caching: Frequently seen URLs 

cached to avoid redundant 

computations. 

Results and Discussion 

 

A. Quantitative Results  

 

Model Accuracy Precision Recall F1- 
Score 

SVM 91.0% 90.2% 91.5% 90.8% 

RNN 95.0% 94.1% 95.3% 94.7% 

BERT 98.4% 97.9% 98.6% 98.25% 

Distil
BER
T 

 

97.8% 97.2%   97.9%   97.55% 

 

The transformer-based models significantly 

outperformed classical machine learning and 

RNN models, particularly in recall, which is 

critical for cybersecurity applications. 

B. Qualitative Analysis 

 

The system successfully identified subtle 

phishing cues, such as: 

• Imperative or urgent requests (“Verify 

your account now”). 

• Misspellings or domain homographs. 

 

• Hidden semantic intents (malicious 

links in seemingly benign contexts). 

Unlike traditional models, transformers 

generalized to previously unseen attacks, 

demonstrating superior contextual 

understanding. 

C. Real-Time Performance 
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After optimization, inference time averaged 

~250 ms per email, making the system 

suitable for live deployment in email clients 

and browser extensions without noticeable 

delay. 

 

Conclusion 

 
This paper presents a real-time, Transformer- 

based NLP framework for phishing detection. 

The system: 

• Achieves high detection accuracy 

(98.4%). 

• Captures semantic context and intent, 

improving generalization. 

• Supports real-time integration in 

operational environments. 

Our work confirms that transformer-based 

models are effective and scalable solutions for 

next-generation cybersecurity, capable of 

defending against both known and novel 

phishing attacks. 

Future Work 

 

1. Lightweight Transformer 

Deployment: Use TinyBERT or 

DistilBERT for edge devices and 

mobile clients. 

 

2. Multilingual Phishing Detection: 

Extend models to support global 

campaigns in multiple languages. 

3. Explainable AI Integration: 

Implement SHAP or LIME to provide 

transparency in model decisions. 

4. Federated Learning: Enable privacy- 

preserving distributed model 

training across organizations. 

5. Adaptive Learning: Continuous 

retraining with streaming data for 

rapid adaptation to emerging 

phishing techniques. 
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